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Abstract—In this paper, we propose a generic Runtime Network Routing (RNR) framework for efficient image classification, which selects an optimal path inside the network. Unlike existing static neural network acceleration methods, our method preserves the full ability of the original large network and conducts dynamic routing at runtime according to the input image and current feature maps. The routing is performed in a bottom-up, layer-by-layer manner, where we model it as a Markov decision process and use reinforcement learning for training. The agent determines the estimated reward of each sub-path and conducts routing conditioned on different samples, where a faster path is taken when the image is easier for the task. Since the ability of network is fully preserved, the balance point is easily adjustable according to the available resources. We test our method on both multi-path residual networks and incremental convolutional channel pruning, and show that RNR consistently outperforms static methods at the same computation complexity on both the CIFAR and ImageNet datasets. Our method can also be applied to off-the-shelf neural network structures and easily extended to other application scenarios.
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1 INTRODUCTION

Deep neural networks have been proven to be effective in various areas. Despite the great success, the capability of deep neural networks comes at the cost of huge computational burdens and large power consumption, which is a big challenge for real-time deployments, especially for embedded systems. To address this, several neural pruning methods have been proposed recently [14], [15], [16], [34], [56] to reduce the parameters of convolutional neural networks, which achieve competitive or even slightly better performance. However, these works mainly focus on reducing the number of network weights, which have limited effects on speeding up the computation. More specifically, fully connected layers are proven to be more redundant and contribute more to the overall pruning rate, while convolutional layers are the most computationally dense part of the network. Furthermore, such pruning strategy usually leads to an irregular network structure, i.e. with part of sparsity in convolution kernels, which requires a special algorithm for speeding up and is hard to harvest actual computational savings. A surprisingly effective approach to trade accuracy for the size and the speed is to simply reduce the number of channels in each convolutional layer. For example, Changpinyo et al. [9] proposed a method to speed up the network by deactivating connections between filters in convolutional layers, achieving a better tradeoff between the accuracy and the speed.

All these methods produce a static model for all the input images. However, it is obvious that some of the input samples are easier for recognition, which can be recognized by simpler and faster models. Some other samples are more difficult, which require more computational resources to achieve the expected output. For example, compared to distinguish female faces from man faces, it is much easier to distinguish background images from faces (see section 4.2.2). This property is not well exploited in previous efficient neural frameworks, where input samples are usually treated equally, and the compression procedure is conducted over the whole dataset. Since some of the weights are lost during the pruning process, the network will lose the ability for some hard tasks forever. We argue that preserving the whole ability of the network and routing between different paths of the neural network dynamically according to the input image is desirable to achieve better tradeoff between the speed and the accuracy compared to static efficient methods, which will also not harm the upper bound ability of the network. Moreover, since the functionality of different network components is separated among input samples, each component serves a simpler and more concentrated functionality, thus requires smaller complexity.

In this paper, we propose a Runtime Network Routing (RNR) framework for deep neural network compression, which selects an optimal path inside the network for compression. Fig. 1 shows four different types of network models to illustrate the basic idea of our framework. Unlike existing static neural network acceleration methods which employ the structures as shown in Fig. 1(a) and Fig. 1(b), our method preserves the full ability of the original large network and conducts dynamic routing at runtime, according to the input image and current feature maps, as shown in Fig. 1(c) and Fig. 1(d). More specifically, the routing is performed in a bottom-up, layer-by-layer manner, which we model it as a Markov decision process (MDP) and train an...
We propose a runtime incremental routing network that dynamically routes between output channels of convolutional layers. The framework selects an incremental number of feature map channels to accelerate the inference for simple images.

We propose a runtime multi-path routing network, where each block contains several small convolutional residual branches. By routing in one specific branch, the network learns to achieve competitive performance at much lower computational costs.

We conduct experiments on both the CIFAR [30] and ImageNet [52] datasets, and our experimental results demonstrate that our method consistently outperforms static methods at the same computational complexity.

2 RELATED WORK

In this section, we briefly review four related topics: 1) CNN-based image classification, 2) deep network pruning, 3) deep reinforcement learning, and 4) dynamic network.

2.1 CNN-based Image Classification

Convolutional neural networks (CNN) have dominated many computer vision tasks since AlexNet [31] won the ImageNet Challenge ILSVRC 2012 [52] by large margins. The network has been growing deeper and more complicated to achieve higher accuracy [19], [54], [60], [63]. VGG-16 [54] is among the first attempts to train a very large and deep model. Inception [63] uses a specially designed module to improve the parameter efficiency. ResNet enables training of models deeper than 100 layers with residual connections. While the network is getting deeper and heavier, it brings considerable computational burdens during inference. There has been rising interest in building small and efficient networks [20], [25], [50], [65]. Wang [65] proposes to accelerate the inference of CNN by matrix factorization of weights. SqueezeNet [25] presents a specially designed Fire module to achieve the AlexNet-level accuracy with 50x fewer parameters. Recently, MobileNet [20] utilizes the depthwise separable convolutions and gains state-of-the-art results among lightweight models.

2.2 Deep Network Pruning

There has been several works focusing on deep network pruning, which is a valid way to reduce the network complexity. For example, Hanson and Pratt [16] introduced hyperbolic and exponential biases to the pruning objective. Damage [34] and Surgeon [17] pruned the networks with second-order derivatives of the objective. Han et al. [14], [15] iteratively pruned near-zero weights to obtain a pruned network with no loss of accuracy. Some other works exploited more complicated regularizers. For example, [36], [67] introduced structured sparsity regularizers on the network weights, [46] put them to the hidden units. [21] pruned neurons based on the network output. Anwar et al. [2] considered channel-wise and kernel-wise sparsity, and proposed to use particle filters to decide the importance of connections and paths. Another aspect focuses on deactivating some subsets of connections inside a fixed network architecture. LeCun et al. [33] removed connections between the first two convolutional feature maps in a uniform manner. Depth multiplier method was proposed in [20] to reduce the number of filters in each convolutional layer by a factor in a uniform manner. These methods produced a static model for all the samples, failing to exploit the different property of input images. Moreover, most of them produced irregular network structures after pruning, which makes it hard to harvest actual computational savings directly.
2.3 Deep Reinforcement Learning

Reinforcement learning [40] aims to enable the agent to decide the behavior from its experiences. Unlike conventional machine learning methods, reinforcement learning is conducted through the reward signals of actions. Deep reinforcement learning [44] is a combination of deep learning and reinforcement learning, which has been widely used in recent years. For example, Mnih et al. [44] combined reinforcement learning with CNN and achieved the human-level performance in the Atari game. Caicedo et al. [8] introduced reinforcement learning for active object localization. Zhang et al. [68] employed reinforcement learning for vision control in robotics. Reinforcement learning has also been adopted for feature selection to build a fast classifier [4], [18], [28]. [4] proposed an algorithm to build sparse decision DAGs (directed acyclic graphs) from a list of base classifiers such as AdaBoost. A coach network is adopted for imitation learning in [18] to build a cost-sensitive dynamic feature selection framework. Karayev et al. [28] proposed a dynamic, closed-loop policy that infers the contents of the image for timely object recognition, aiming to decide which detector to deploy next, which is learned from execution traces using reinforcement learning.

2.4 Dynamic Network

Dynamic network structures and executions have been studied in previous works [7], [11], [37], [47], [53], [57], [58]. Some input-dependent execution methods rely on a predefined strategy. Cascaded methods [35], [37], [57], [58] employ manually-selected thresholds to control execution. Dynamic capacity Network [1] used a specially designed method to compute a saliency map for control execution. Other conditional computation methods activate parts of a network under a learned policy. Bengio et al. [6] introduced Stochastic Times Smooth neurons as gaters for conditional computation within a deep neural network, producing a sparse binary gater to be computed as a function of the input. Bengio et al. [5] selectively activated output of a fully-connected neural network, according to a control policy parameterized as the sigmoid of an affine transformation from last activation. Liu et al. [41] proposed Dynamic Deep Neural Networks (D2NN), a feed-forward deep neural network that allows selective execution with self-defined topology, where the control policy is learned using single step reinforcement learning. In their work, control node is a part of network structure, thus special network design is needed, which cannot be directly applied to prevalent network architectures such as VGG [54] and ResNet [19]. One work that is very related to the framework in [55], which learns a sequential decision process over the filters of a convolutional neural network (CNN). However, the method aims to improve the overall accuracy after the feature map is calculated, which cannot be utilized for acceleration. It also uses a gradient-free evolutionary algorithm, while we use the gradient-based method. There have been some efforts on learning an input-dependent model for path planning in neural network [11], [53]. Denoyer et al. [11] proposed an end-to-end learning framework to simultaneously learn successive representations and paths, where an extension of policy gradient method is introduced. Shazeer1 et al. [53] successfully applied the idea of mixtures of experts in nature language processing applications with very large models. The method employs a gating network to select experts from thousands of candidates, which significantly accelerates large language model and achieve state-of-the-art performance. Apart from efficient inference, dynamic network is also adopted during training, such that information will be passed through fewer connections, providing faster training and stronger regularizer. Stochastic depth [22] randomly drops a subset of layers and bypasses them with the identity function during training. A random forward/backward training technology for two-path residual network [13] is proposed for deep neural network regularization, where hidden features are fed to random branches of residual block.

3 Approach

In this section, we detail the proposed Runtime Network Pruning (RNP) framework. We first present the Runtime Neural Pruning (RNP) method for adaptive channel pruning, which is built on the methodology of bottom-up and layer-by-layer Markov decision in an incremental manner. Then we show how to employ this idea to build efficient multi-path dynamic network architectures.

3.1 Runtime Neural Pruning

Fig. 2 shows the overall framework of our RNP method. Specifically, RNP consists of two sub-networks: the backbone CNN network and the decision network. The convolution kernels of backbone CNN network are dynamically pruned according to the output Q-value of the decision network, conditioned on the state forming from the last calculated feature maps.

3.1.1 Bottom-up Runtime Pruning

We denote the backbone CNN with $m$ convolutional layers as $C$, with convolutional layers denoted as $C_1, C_2, ..., C_m$, whose kernels are $K_1, K_2, ..., K_m$, respectively, with the size of $n_i \times n_{i-1} \times k \times k, i = 1, 2, ..., m$, where $k, n_{i-1}$ and
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supervised signal is to using the optimized decisions under certain penalties to model the decision procedure and produce these decisions of pruning to be made. Given feature maps \( F_i \), \( i = 1, 2, \ldots, m \) by applying corresponding filters \( K^j_i \) to reduce computation and achieve maximum performance simultaneously. Note that here we focus on filter-level pruning instead of arbitrary kernel-pruning to achieve actual speed up during inference, so our method prunes certain filters and related kernels at the same time.

Taking the \( i \)-th layer as an example, we denote our goal as the following objective 1:

\[
\min_{K_{i+1}, h} E_{F_i} [L_{\text{cls}}(\text{conv}(F_i, K_{i+1}[h(F_i)])) + L_{\text{fmt}}(\{h(F_k)\}_{k=1}^n)]
\]

where \( L_{\text{cls}} \) is the loss of the classification task, \( L_{\text{fmt}} \) is the penalty term that reflects the computational cost of the \( i \)-th layer, which also represents the tradeoff between the speed and the accuracy, \( h(F_i) \) is the conditional pruning unit that produces a list of indexes of selected output filters according to the input feature map, \( K[\cdot] \) is the indexing operation for filter pruning and \( \text{conv}(x_1, x_2) \) is the convolutional operation for the input feature map \( x_1 \) and kernel \( x_2 \). Note that our framework infers through standard convolutional layers after filter-level pruning, which can be easily boosted by utilizing GPU-accelerated neural network library such as cuDNN [10].

To solve the optimization problem in (1), we divide the whole problem into two sub-problems of \( \{K\} \) and \( h \): 1) optimizing backbone CNN with given filter selections and 2) find optimal filter selections conditioned on the input image with given \( K \) and adopt an alternate training strategy to solve each sub-problem independently with the neural network optimizer such as RMSprop [64].

For an input sample and a \( m \)-layer CNN, we need to decide which filters should be pruned for each layer, in other words, there are totally \( m \) decisions of pruning to be made. In the proposed framework, we employ a recurrent network to model the decision procedure and produce these decisions. In order to learn this network, a straightforward idea is to using the optimized decisions under certain penalties to supervise the decision network. However, for a backbone CNN with \( m \) layers, the time complexity of collecting the supervised signal is \( O(\prod_{i=1}^m n_m) \), which is NP-hard and unacceptable for prevalent very deep architecture such as VGG [54] and ResNet [3]. To simplify the training problem, we employ the following two strategies: 1) modeling the network pruning as a Markov decision process (MDP) [49] and train the decision network by reinforcement learning, and 2) redefining the procedure of pruning to reduce the number of possible decisions, which is described as below.

### 3.1.2 Layer-by-layer Markov Decision Process

The decision network consists of an encoder-RNN-decoder structure, where the encoder \( E_i \) embeds the feature map \( F_i \) into fixed-length code, RNN \( R \) aggregates codes from previous stages, and the decoder \( D_i \) outputs the Q-value of each action. We formulate key elements in Markov decision process (MDP) based on the decision network to adopt deep Q-learning in our RNN framework as follows.

**State:** Given feature map \( F_i \), we first extract a dense feature embedding \( p_{F_i} \) with global average pooling, as commonly conducted in [12], [51], whose length is \( n_i \). Since the number of channels for different convolutional layers are different, the length of \( p_{F_i} \) varies. To address this, we use the encoder \( E_i \) (a fully connected layer) to project the pooled feature into a fixed-length embedding \( E_i(p_{F_i}) \). \( E_i(p_{F_i}) \) from different layers are associated in a bottom-up way with a RNN structure, which produces a latent code \( R(E_i(p_{F_i})) \), regarded as embedded state information for reinforcement learning. The decoder (also a fully connected layer) produces the Q-value for decision.

**Action:** The actions for each pruning are defined in an incremental way. For the convolution kernel \( K_i \) with \( n_i \) output channels, we determine which output channels to be calculated and which to be pruned. To simplify the process, we group the output feature maps into \( k \) sets, denoted as \( F_1^i, F_2^i, \ldots, F_k^i \). One extreme case is \( k = n_i \), where one single output channel forms a set. The actions \( a_1, a_2, \ldots, a_k \) are defined as follows: taking actions \( a_i \) yields calculating the feature map groups \( F_1^i, F_2^i, \ldots, F_i^i \). Hence the feature map groups with lower index are calculated more, and the higher indexed feature map groups are calculated only when the sample is difficult enough. Specially, the first feature map group is always calculated, which we mention it as base feature map group. Since we do not have state information for the first convolutional layer, it is not pruned, with totally \( m - 1 \) actions to take.

While the definitions of actions are rather simple, one can easily extend the definition for more complicated network structures. Like Inception [61] and ResNet [3], we define the action based on unit of a single block by sharing pruning rate inside the block, which is more scalable and can avoid considering about the sophisticated structures.

**Reward:** The reward of each action taken at the \( t \)-th step with the action \( a_t \) is defined as:

\[
r_t(a_t) = \begin{cases} 
-\alpha L_{\text{cls}} + (i - 1) \times p, & t = m - 1, \\
(i - 1) \times p, & t < m - 1 
\end{cases}
\]

where the agent gets penalty according to computational complexity after every decision and gets rewards according to classification loss when inference terminates, and \( p \) is a negative penalty that can be manually set. The reward was set according to the loss for the original task. We took the negative loss \( -\alpha L_{\text{cls}} \) as the final reward so that if a task is completed better, the final reward of the chain will be higher, \( i.e. \), closer to 0. \( \alpha \) is a hyper-parameter to rescale \( L_{\text{cls}} \) into a proper range, since \( L_{\text{cls}} \) varies a lot for different network structures and different tasks. Taking actions that calculate more feature maps, \( i.e. \), with higher \( \alpha \), will bring higher penalty due to more computations. For \( t = 1, \ldots, m - 2 \), the reward is only about the computation penalty, while
at the last step, the chain will get a final reward of \(-\alpha L_{cls}\) to assess how well the pruned network completes the task.

The key step of the Markov decision model is to decide the best action at certain state. In other words, it is to find the optimal decision policy. By introducing the Q-learning method [44], [66], we define \(Q(a_i, s_t)\) as the expectation value of taking action \(a_i\) at state \(s_t\). So the policy is defined as \(\pi = \arg\max_{a_i} Q(a_i, s_t)\).

Therefore, the optimal action-value function can be written as:

\[
Q(s_t, a_i) = \max_{\pi} \mathbb{E}[r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \ldots | \pi],
\]

(3)

where \(\gamma\) is the discount factor in Q-learning, providing a tradeoff between the immediate reward and the prediction of future rewards. We use the decision network to approximate the expected Q-value \(Q^*(s_i, a_i)\), with all the decoders sharing parameters and outputting a \(k\)-length vector, each representing the \(Q^*\) of corresponding action. If the estimation is optimal, we will have \(Q^*(s_i, a_i) = Q(s_i, a_i)\) exactly.

According to the Bellman equation [3], we adopt the squared error mean (MSE) as a criterion for training to keep decision network self-consistent. Hence, we rewrite the objective for sub-problem of \(h\) in optimization problem 1 as:

\[
\min_{\theta} L_{re} = \mathbb{E}[r(s_i, a_i) + \gamma \max_{a_i} Q(s_{t+1}, a_i) - Q(s_i, a_i)]^2,
\]

(4)

where \(\theta\) is the weights of decision network. In our proposed framework, a series of states are created for an given input image. And the training is conducted using \(\epsilon\)-greedy strategy that selects actions following \(\pi\) with probability \(\epsilon\) and select random actions with probability \(1 - \epsilon\), while inference is conducted greedily. The backbone CNN network and decision network is trained alternately.

Algorithm 1: Runtime neural pruning for solving optimization problem (1)

**Input:** training set with labels \(\{X\}\)  
**Output:** backbone CNN \(C\), decision network \(D\)

1: initialize: train \(C\) in normal way or initialize \(C\) with pre-trained model  
2: for \(i \leftarrow 1, 2, \ldots, M\) do  
3: // train decision network  
4: for \(j \leftarrow 1, 2, \ldots, N_1\) do  
5: Sample random minibatch from \(\{X\}\)  
6: Forward and sample \(\epsilon\)-greedy actions \(\{s_t, a_t\}\)  
7: Compute corresponding rewards \(\{r_t\}\)  
8: Backward \(Q\) values for each stage and generate  
9: \(\nabla_\theta L_{re}\)  
10: Update \(\theta\) using \(\nabla_\theta L_{re}\)  
11: // fine-tune backbone CNN  
12: for \(k \leftarrow 1, 2, \ldots, N_2\) do  
13: Sample random minibatch from \(\{X\}\)  
14: Forward and calculate \(L_{cls}\) after runtime pruning by \(D\)  
15: Backward and generate \(\nabla_C L_{cls}\)  
16: Update \(C\) using \(\nabla_C L_{cls}\)  
17: \end for  
18: return \(C\) and \(D\)

3.2 Runtime Routing for Multi-Path Network

While RNP is designed for pruning neural network at runtime, our network routing method can be extended to a more generic framework that selects optimal path inside the network during inference conditioned on the input image. Therefore, we design a new method to build efficient multi-path dynamic network based on network ensemble.

Network ensemble is a widely used technique that has been proven to be effective in many computer vision tasks such as image classification [19], [62], object detection [24], [38] and semantic segmentation [38]. Prediction ensemble used in [19], [38], [62] can be regarded as a special case of multi-path CNN that each path of CNN infers independently. Except network ensemble, multi-path CNN is also used as a regularization method to boost classification performance of deep neural networks. A random forward/backward training technology for two-path residual network [13] is proposed for deep neural network regularization, where hidden features are fed to random branches of residual block and gradients updates parameters of random previous branches. In this work, we formulate the framework of multi-path CNN and propose a runtime network routing method to select an optimal path inside the multi-path, which extends our RNP method from channel-wise incremental routing to network path dynamic routing scenario.
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3.2.1 Multi-Path CNN

For ease of implementation, we assume that multi-path

CNN consists of several CNN with the same structure in

this work. Let \( C = \{ C^1, C^2, \ldots, C^N \} \) be a multi-path CNN

that has \( N \) branches of CNN, where \( C^1, C^2, \ldots, C^N \) are \( N \)

CNNs that have the same network architecture. \( C^n \) has \( m \)

convolutional blocks \( C^n_1, C^n_2, \ldots, C^n_m \). Taking the \( i \)-th block

in multi-path CNN as an example, for input hidden features

\( F_{i-1} \), the output of \( i \)-th block can be written as:

\[
F_i = \sigma(C^n_1(F_{i-1}), C^n_2(F_{i-1}), \ldots, C^n_m(F_{i-1}))
\]

where \( \sigma \) is an aggregation function that takes outputs of \( M \)

branches in \( i \)-th block as input and produce an aggregated

feature map that has the summarized information from dif-

dferent branch. In this work, we employ a linear interpolation

operator to aggregate the outputs of \( M \) branches as follows:

\[
F_i = \sigma(F^1_i, F^2_i, \ldots, F^N_i) = \alpha_1 F^1_i + \alpha_2 F^2_i + \ldots + \alpha_N F^N_i
\]

and

\[
\alpha_1, \alpha_2, \ldots, \alpha_N > 0, \alpha_1 + \alpha_2 + \ldots + \alpha_N = 1.
\]

During training, we set \( \{ \alpha_i \} \) as generated random real

numbers for each mini-batch following [13], and we set \( \alpha_i \)
to \( \frac{1}{N} \) for all \( 1 \leq i \leq N \) during testing, which is illustrated

in Fig. 4.

3.2.2 Bottom-up Runtime Branch Routing

After training, we get a multi-path CNN \( C = \{ C^1, C^2, \ldots, C^N \} \). Inference through all the \( M \) branches and calculate mean could obtain high performance as mentioned

in [13]. However, it would cost great computational bur-

dens. Our goal is to inference through one single branch in

each block while maintain the highest possible performance,

which will cut the computation by \( M \) times.

We denote our goal as the following objective:

\[
\min_{\alpha_1, \alpha_2, \ldots, \alpha_n} \mathbb{E}[L_{cls}(C^{a_M}_{a_{M-1}}(\ldots(C^{a_2}_{a_1}(X)))))],
\]

\[
a_i = h(F_{i-1}) = C^{a_{i-1}}_{a_{i-2}}(\ldots(C^{a_2}_{a_1}(X)))
\]

where \( L_{cls} \) is the loss of the classification task, \( X \) is the input

image to be classified. \( h(F_i) \) is the conditional pruning unit

that produces a list of indexes of selected kernels according

inference through branch \( i \), while other branches are not calculated.

The definitions of actions are rather simple but extremely
effective. It does not care about the inner-block structure of

CNNs, which could be very complicated, like Inception [61]
and ResNet [3]. As long as several branches with same

structure are present, we can apply our RNR framework

to accelerate the inference.

Reward: Since all the \( m \) branches share the same structure
and computational complexity, the reward function only
contains classification loss \( L_{cls} \). We define the reward
function over the whole trajectory \( T \) as

\[
r(T) = -L_{cls}
\]

The reward was set according to the loss for the original

task. We took the negative loss \(-L_{cls}\) as the final reward

so that if a task is completed better, the final reward of the

trajectory will be higher, i.e., closer to 0.

The key step of the Markov decision model is to decide
the best action at certain state. In other words, it is to find
the optimal decision policy. By introducing the Policy Gradient
method, we define \( Q^*(a_i, s_i) \) as the expectation value
of taking action \( a_i \) at state \( s_i \). So the policy is defined as
\( \pi = \arg \max_{a_i} Q^*(a_i, s_i) \).

The general idea behind the Policy Gradient method is to

increase the possibility of favorable actions while reducing
the unfavorable ones. The parameters in decision network

can be learned as follows:

\[
\theta \leftarrow \theta + \alpha \nabla_{\theta} \log \pi_{\theta}(s_i, a_i)r.
\]
Algorithm 2: Runtime network routing for solving optimization problem (8)

Input: training set with labels \( \{X\} \)
Output: Multi-path CNN \( C \), decision network \( D \)
1: initialize: train \( C \) according to Section 3.2.1.
2: for \( i \leftarrow 1, 2, ..., M \) do
3: // train decision network Fix multi-path CNN \( C \)
4: for \( j \leftarrow 1, 2, ..., N_1 \) do
5: Sample random minibatch from \( \{X\} \)
6: Forward and sample actions with distribution \( h(F_t) \) layer-by-layer
7: Compute corresponding rewards of trajectory \( \{r_t = r(T)\} \)
8: Update \( \theta \) using Equation 12
9: end for
10: // fine-tune backbone CNN Fix decision network \( D \)
11: for \( k \leftarrow 1, 2, ..., N_2 \) do
12: Sample random minibatch from \( \{X\} \)
13: Forward and calculate \( L_{cls} \) after runtime network routing by \( D \)
14: Backward and generate \( \nabla_C L_{cls} \)
15: Update \( C \) using \( \nabla_C L_{cls} \)
16: end for
17: end for
18: return \( C \) and \( D \)

estimated gradient can be large and leads to unstable training. Therefore, the policy gradient method can be further generalized to compute the reward associated with an action value relative to a reference reward or baseline \( b \). During training, we adopt the following update equations

\[
\theta \leftarrow \theta + \alpha \nabla_\theta \log \pi_\theta(s_t, a_t)(r - b) \tag{12}
\]

where \( \theta \) is the weights of decision network, \( \alpha \) is the update rate, \( r \) is the reward. The baseline \( b \) can be any function that does not depend on action, because:

\[
\mathbb{E}_{s_t, a_t}[b \nabla_\theta \log \pi_\theta(s_t, a_t)] = b \nabla_\theta \mathbb{E}_{s_t, a_t}[\log \pi_\theta(s_t, a_t)] = b \nabla_\theta 1 = 0. \tag{13}
\]

(13) shows that adding the baseline \( b \) will not change the expectation of estimated gradient, but it can reduce the variance of gradient estimate.

In our implementation, we use the reward of the whole trajectory, i.e. \( r = r(T) = -L_{cls} \) \( b \) is a baseline for reward \( r \), and we use moving average to update \( b \) as:

\[
b \leftarrow \gamma \ast b + (1 - \gamma) \ast r \tag{14}
\]

In our experiments, we set \( \gamma = 0.99 \).

Algorithm 2 details the training procedure of the proposed method, where alternate training is performed for \( M \) iterations and we update decision network \( N_1 \) times and backbone CNN \( N_2 \) times in each iteration.

4 Experiments

We conducted image classification experiments to evaluate our RNP and RNR on three widely used object image datasets including CIFAR-10, CIFAR-100 [30] and ILSVRC2012 [52].

For the RNP method, we trained a network of four convolutional layers with \( 3 \times 3 \) kernels and reported experimental results on the CIFAR-10. For CIFAR-100, we used the VGG-16 network for evaluation. For ILSVRC2012, we report the results of both VGG-16 and ResNet-50. For results on the CIFAR dataset, we compared the results obtained by our RNP and naive channel reduction methods. For results on the ILSVRC2012 dataset, we compared the results achieved by our RNP with recent state-of-the-art network pruning methods.

For the RNR method, we trained three different ResNet architectures: ResNet-18, ResNet-34, ResNet-50, and reported the results on both CIFAR and ILSVRC2012 datasets with several different settings.

The details of networks used in our experiments are summarized in Table 1.

4.1 Datasets and Protocols

We evaluated the proposed RNP and RNR method on three widely used datasets. Here we give a brief description of these datasets.

CIFAR-10 & CIFAR-100: The CIFAR-10 and CIFAR-100 dataset consist of 60000 \( 32 \times 32 \) colour images. The CIFAR-10 dataset has 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images. The test set contains exactly 1000 randomly-selected images from each class. The training set contain the remaining images in random order. The CIFAR-100 dataset is an extension of the CIFAR-10, which has 100 classes containing 600 images each. There are 500 training images and 100 testing images per class.

ILSVRC2012: ImageNet is a very large dataset that contains over 15 million labeled high-resolution images belonging to roughly 22000 categories. The images were collected from the web and labeled by human labelers. The ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) is a part of Pascal Visual Object Challenge, which is an influential competition held annually. ILSVRC is a relatively small subset of ImageNet that has 1000 categories and roughly 1000 images in each category. In the ILSVRC dataset, there are roughly 1.2 million training images, 50,000 validation images, and 150,000 testing images. Since the test set labels are not available for ILSVRC2012, we evaluated our method on the validation set of ILSVRC2012 following previous works, which is not used during training or hyper-parameter searching.

4.2 Experiments on RNP

In this section, we present the detailed information about our evaluations on proposed RNP method, including 1) implementation details, 2) intuitive experiments, and 3) results on three datasets.

4.2.1 Implementation Details

We trained RNP in an alternative manner, where the backbone CNN network and the decision network were trained iteratively. To make the training converge faster, we first re-rank filters in pre-trained model according to their \( l_1 \)-norm
for networks without batch normalization layers as [36] or scaling factors in batch normalization layers as [42] in the descending order before we assign each filter to a group. The backbone CNN is then initialized with random pruning, where we selected random number of filter groups uniformly for each convolution layer in the forward pass, i.e., decisions were randomly made. During training, we fixed the CNN parameters and trained the decision network, regarding the backbone CNN as an environment, where the agent can take actions and get corresponding rewards. We fixed the decision network and fine-tuned the backbone CNN following the policy of the decision network, which helps CNN specialize in a specific task. The initialization was trained using SGD, with an initial learning rate 0.01, decay by a factor of 10 after 120, 160 epochs, with totally 200 epochs in total. For CIFAR-10 and CIFAR-100 datasets, a standard data augmentation method that consists of random cropping with padding and random horizontal flipping was applied. For the ILSVRC2012 dataset, we randomly cropped the resized $256 \times 256$ images to $224 \times 224$ as input and random horizontal flipping was also used during training. The other training progress was conducted using RMSprop [64] with the learning rate of 1e-6. For the $c$-greedy strategy, the hyper-parameter $\epsilon$ was annealed linearly from 1.0 to 0.1 in the beginning and fixed at 0.1 thereafter.

For most experiments, we set the number of convolutional group to $k = 4$, which is a trade-off between the performance and the complicity. Increasing $k$ will enable more possible pruning combinations, while at the same time making it harder for reinforcement learning with an enlarged action space. Since the action is taken conditioned on the current feature map, the first convolutional layer is not pruned, where we have totally $m - 1$ decisions to make, forming a decision sequence. During the training, we set the penalty for extra feature map calculation as $p = -0.1$. During inference, we compensated the output of decision network to $Q(a_i, s) - (i - 1) \times p$ to achieve different speed-up solutions by adjusting the value of $p$. The scale $\alpha$ factor was set such that the average $\alpha L_{cls}$ is approximately 1 to make the relative difference more significant. In our implementation, we set the $\alpha$ to $1/L_{cls}$ where $L_{cls}$ is the average classification loss over the past $n$ epochs (e.g., $n = 10$) and update $\alpha$ every $n$ epochs to make the training process stable. For experiments with the VGG-16 model, we defined the actions based on unit of a single block by sharing pruning rate inside the block as mentioned in Section 3.1.2 to simplify implementation and accelerate convergence. For experiments with the ResNet-50 model, we pruned the first and the second convolution layers in a residual block with the same pruning ratio and did not prune the output feature maps in the last convolution layer to keep the consistency between the projected mapping and the residual mapping.

For vanilla baseline methods comparison on the CIFAR datasets, we evaluated the performance of normal neural network with the same computations. More specifically, we calculated the average number of multiplications of every convolution layer and rounded it up to the nearest number of channels sharing same computations, which resulted in an identical network topology with reduced convolutional channels. We trained the vanilla baseline network with the SGD until convergence for comparison. All our experiments

<table>
<thead>
<tr>
<th>4-layer CNN</th>
<th>VGG-16 CIFAR</th>
<th>VGG-16 ImageNet</th>
<th>ResNet-{18,34}</th>
<th>ResNet-50</th>
</tr>
</thead>
<tbody>
<tr>
<td>stage 1</td>
<td>3 × 3, 64</td>
<td>3 × 3, 64</td>
<td>3 × 3, 64</td>
<td>7 × 7, 64, stride 2</td>
</tr>
<tr>
<td></td>
<td>3 × 3, 64</td>
<td>maxpool</td>
<td>maxpool</td>
<td>maxpool</td>
</tr>
<tr>
<td>stage 2</td>
<td>3 × 3, 32</td>
<td>3 × 3, 128</td>
<td>3 × 3, 128</td>
<td>1 × 1, 64</td>
</tr>
<tr>
<td></td>
<td>3 × 3, 128</td>
<td>maxpool</td>
<td>maxpool</td>
<td>maxpool</td>
</tr>
<tr>
<td>stage 3</td>
<td>maxpool</td>
<td>3 × 3, 256</td>
<td>3 × 3, 256</td>
<td>1 × 1, 128</td>
</tr>
<tr>
<td></td>
<td>3 × 3, 256</td>
<td>maxpool</td>
<td>maxpool</td>
<td>maxpool</td>
</tr>
<tr>
<td>stage 4</td>
<td>maxpool</td>
<td>3 × 3, 512</td>
<td>3 × 3, 512</td>
<td>1 × 1, 256</td>
</tr>
<tr>
<td></td>
<td>3 × 3, 512</td>
<td>maxpool</td>
<td>maxpool</td>
<td>maxpool</td>
</tr>
<tr>
<td>stage 5</td>
<td>maxpool</td>
<td>3 × 3, 512</td>
<td>3 × 3, 512</td>
<td>1 × 1, 2048</td>
</tr>
<tr>
<td></td>
<td>3 × 3, 512</td>
<td>maxpool</td>
<td>maxpool</td>
<td>maxpool</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>classifier</th>
<th># Parameters</th>
<th>FLOPs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.6M</td>
<td>$1.7 \times 10^7$</td>
</tr>
<tr>
<td></td>
<td>15M</td>
<td>$3.1 \times 10^8$</td>
</tr>
<tr>
<td></td>
<td>138M</td>
<td>$1.5 \times 10^{10}$</td>
</tr>
<tr>
<td></td>
<td>{11M, 21M}</td>
<td>${5.5 \times 10^8, 1.1 \times 10^9}$</td>
</tr>
<tr>
<td></td>
<td>26M</td>
<td>$3.8 \times 10^9$</td>
</tr>
</tbody>
</table>
were implemented using the modified Caffe toolbox [27].

4.2.2 Intuitive Experiments

To have an intuitive understanding of our framework, we first conducted a simple experiment to show the effectiveness and undergoing logic of our RNP. We considered a 3-category classification problem, consisting of male faces, female faces and background samples. It is intuitive to think that separating male faces from female faces is a much more difficult task than separating faces from background, needing more detailed attention, so more resources should be allocated to face images than background images. In other words, a good tradeoff for RNP is to prune the neural network more when dealing with background images and keep more convolutional channels when inputting a face image.

To validate this idea, we constructed a 3-category dataset by using the Labeled Faces in the Wild [23] dataset, which we referred to as LFW-T. More specifically, we randomly cropped 3000 images for both male and female faces, and also 3000 background images randomly cropped from LFW. We used the attributes from [32] as labels for male and female faces. All these images were resized to $32 \times 32$ pixels. We held out 2000 images for testing and the remaining for training. For this experiment, we designed a 3-layer convolutional network with two fully connected layers. All convolutional kernels are $3 \times 3$ and with 32, 32, 64 output channels respectively. We followed the same training protocol as mentioned above with $p = 0.1$, and focused on the difference between different classes.

The original network achieved 91.1% recognition accuracy. By adjusting the penalty, we managed to get a certain point of accuracy-computation tradeoff, where computations (multiplications) were reduced by a factor of 2, while obtaining even slightly higher accuracy of 91.75%. We looked into the average computations of different classes by counting multiplications of convolutional layers. The results were shown in Fig. 5. For the whole network, RNP allocated more computations on faces images than background images, at approximately a ratio of 2, which clearly demonstrates the effectiveness of RNP. However, since the first convolutional layers and fully connected layers were not pruned, to get the absolute ratio of pruning rate, we also studied the pruning of a certain convolutional layer. In this case, we selected the last convolutional layer $\text{conv3}$. The results are shown on the right figure of Fig. 5. We see that for this certain layer, computations for face images are almost 5 times of background images. The differences in computations show that RNP is able to find the relative difficulty of different tasks and exploit such property to prune the neural network accordingly.

4.2.3 Results

CIFAR-10 & CIFAR-100: For CIFAR-10 and CIFAR-100, we used a four-layer convolutional network and the VGG-16 network for experiments, respectively. The goal of these two experiments is to compare our RNP with vanilla baseline network, where the number of convolutional layers was reduced directly from the beginning. The fully connected layers of standard VGG-16 are too redundant for CIFAR-100, so we eliminated one of the fully connected layer and set the inner dimension as 512. The modified VGG-16 model was easier to converge and actually slightly outperformed the original model on CIFAR-100. The results are shown in Fig. 6. We see that for vanilla baseline method, the accuracy suffered from a stiff drop when computations savings were than 2.5 times. While our RNP consistently outperformed the baseline model, and achieved competitive performance even with a very large computation saving rate.

ILSVRC2012: We compared our RNP with recent state-of-the-art network pruning methods [26], [36], [43], [45], [69] on the ImageNet dataset using the VGG-16 model, including recent filter pruning methods [36], [43], [45]. We evaluated the top-5 error using single-view testing on ILSVRC2012-val set and trained RNP model using ILSVRC2012-train set. The view was the center $224 \times 224$ region cropped from the resized images whose shorter side is 256 by following [69]. RNP was fine-tuned based on the public available model which achieves 10.1% top-5 error on ILSVRC2012-val set. Results are shown in Table 2, where speed-up is the theoretical speed-up ratio computed by the complexity. For filter pruning method in [36], we set the same pruning rate for convolution layers in the same stage according to layer sensitivity and measure the top-5 error after 20 epoch re-training as described in their paper. We see that RNP achieves similar performance with a relatively small speed-up ratio with other methods and outperforms other methods by a significant margin with a large speed-up ratio. We further conducted our experiments on larger ratio ($10 \times$) and found RNP only suffered slight drops ($1.31\%$ compared to $5\times$), far beyond others’ results on $5\times$ setting.

4.2.4 Analysis

Analysis of Feature Maps: Since we define the actions in an incremental way, the convolutional channels of lower index are calculated more (a special case is the base network that is always calculated). The convolutional groups with higher index are increments to the lower-indexed ones, so the functions of different convolution groups might be similar to “low-frequency” and “high-frequency” filters. We visualized different functions of convolutional groups by calculating average feature maps produced by each convolutional group. Specially, we took CIFAR-10 as an example and visualized the feature maps of $\text{conv2}$ with $k = 4$. The results are shown in Fig. 7.

From the figure, we see that the base convolutional groups have highest activations to the input images, which can well describe the overall appearance of the object. While convolutional groups with higher index have sparse activations, which can be considered as a compensation to the base convolutional groups. So the underlying logic of RNP is to judge when it is necessary to compensate the base convolutional groups with higher ones: if tasks are easy, RNP will prune the high-order feature maps for speed, otherwise bring in more computations to pursue accuracy.

Runtime Analysis: One advantage of our RNP is its convenience for deployment, which makes it easy to harvest actual computational time savings. Therefore, we measured the actual runtime under GPU acceleration, where we measured the actual inference time and top1/top-5 classification

2. http://www.robots.ox.ac.uk/~vgg/research/very_deep/
accuracy for VGG-16 and ResNet-50 on the ILSVRC2012-val set. Inference time were measured on a Titan X (Pascal) GPU with batch size 64. Table 3 shows the GPU inference time of different settings. We see that our RNP generalizes well on GPU.

4.3 Experiments on RNR

In this section, we first present the detailed information about our implementations. Then we show the experimental results of proposed RNR method. Lastly, we further analyzed the computational time of RNR.

4.3.1 Implementation Details

Similar with the RNP method, we trained our RNR in an alternative manner by following the descriptions in Algorithm 2. To accelerate the training procedure of decision network and backbone multi-path CNN, we conducted 100 epochs hard selection training before RNR training, where \( \{\alpha_i\} \) are randomly generated as one-hot vectors. The multi-path CNN backbone model was trained using SGD, with a learning rate of 0.1 which is decreased by 2 every 25 epochs, with 300 epochs standard training and 100 epochs hard selection training. The decision network was trained using Adam optimizer [29] with a learning rate of 1e-5. We set the initial \( b \) value as training set accuracy. Other training details are as in Section 4.2.1. Our experiments for RNR were implemented using open source software PyTorch [48].

4.3.2 Results

We evaluated our proposed RNR method on ResNet-18 and ResNet-34 networks. Our proposed multi-path CNN and runtime routing method were compared in several different settings, including different numbers of branches (1, 2 or 4), different numbers of channel (1/2 or 1/4 of original model were denoted as “ResNet 1×”, “ResNet 1/2×” and “ResNet 1/4×” respectively). Furthermore, we compared our proposed method with 1-branch models that have the same computational complexity as our models. The detailed information about our experiments is described as follows.

Comparisons with Original Models: Experimental results with the ResNet-18 network are summarized in Ta-
Comparisons of increase of top-5 error on ILSVRC2012-val (%) for VGG-16 with recent state-of-the-art methods, where we used 10.1% top-5 error baseline as the reference.

<table>
<thead>
<tr>
<th>Speed-up (in FLOPs)</th>
<th>3x</th>
<th>4x</th>
<th>5x</th>
<th>10x</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jaderberg et al. [26] ([69]'s implementation)</td>
<td>2.3</td>
<td>9.7</td>
<td>29.7</td>
<td>-</td>
</tr>
<tr>
<td>Asymmetric [69]</td>
<td>-</td>
<td>3.84</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Filter pruning [36] (our implementation)</td>
<td>3.2</td>
<td>8.6</td>
<td>14.6</td>
<td>-</td>
</tr>
<tr>
<td>Taylor expansion [45]</td>
<td>2.3</td>
<td>4.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ThiNet [43]</td>
<td>1.98</td>
<td>-</td>
<td>-</td>
<td>7.94</td>
</tr>
<tr>
<td>Ours</td>
<td>2.32</td>
<td>3.23</td>
<td>3.58</td>
<td>4.89</td>
</tr>
</tbody>
</table>

Table 2

Table 3

The increase of top-1/top-5 error (%) and GPU inference time (ms) under different theoretical speed-up ratios on the ILSVRC2012-val set. The Inference time includes runtimes of both backbone CNN and decision network.

<table>
<thead>
<tr>
<th>Speed-up solution</th>
<th>Δtop-1/top-5 err.</th>
<th>Inference time</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16 (1x)</td>
<td>0/0</td>
<td>3.26 (1.0x)</td>
</tr>
<tr>
<td>RNP-VGG-16 (3x)</td>
<td>2.98/2.32</td>
<td>1.38 (2.3x)</td>
</tr>
<tr>
<td>RNP-VGG-16 (4x)</td>
<td>4.01/3.23</td>
<td>1.07 (3.0x)</td>
</tr>
<tr>
<td>RNP-VGG-16 (5x)</td>
<td>4.88/3.58</td>
<td>0.880 (3.7x)</td>
</tr>
<tr>
<td>RNP-VGG-16 (10x)</td>
<td>6.12/4.89</td>
<td>0.554 (5.9x)</td>
</tr>
<tr>
<td>ResNet-50 (1x)</td>
<td>0/0</td>
<td>2.54 (1.0x)</td>
</tr>
<tr>
<td>RNP-ResNet-50 (2x)</td>
<td>2.90/2.14</td>
<td>1.94 (1.31x)</td>
</tr>
<tr>
<td>RNP-ResNet-50 (3x)</td>
<td>5.21/3.66</td>
<td>1.68 (1.51x)</td>
</tr>
</tbody>
</table>

Table 4

Fig. 7: Visualization of the original images and the feature maps of four convolutional groups, respectively. The presented feature maps are the average of corresponding convolutional groups.

Comparisons with Vanilla Models:
To demonstrate the effectiveness of the proposed method, we conducted ablation experiments where 1-branch models that have the same complexity were trained as the baselines of runtime routing models. Results are summarized in Table 5, where we evaluated our method for different speed-up solutions (4× and 16×). We see that runtime routing models can consistently outperform vanilla 1-branch models. As the number of branch growing, the image classification accuracy grows as well. It can be observed that performance of our method can be improved through adding more branches, which will lead to larger model size, but importantly, constant computational cost.

4.3.3 Runtime Analysis
Compared to the RNP method, RNR model is composed of several relatively independent modules. Hence, our RNR method can harvest even more actual computational time savings. Table 6 and presents Table 7 the mean inference time measured on GPU on both CIFAR-100 and ILSVRC2012 datasets for different ResNet networks. We see that RNR
TABLE 4
Experimental results on the CIFAR-10 and CIFAR-100 dataset with ResNet-18 for our proposed RNR method. We denote the inference method that calculate means of M branches as “mean” and runtime routing method as “routing”.

<table>
<thead>
<tr>
<th>Model</th>
<th># Branch</th>
<th>Method</th>
<th>CIFAR-10 accuracy (%)</th>
<th>CIFAR-100 accuracy (%)</th>
<th>Speed Up (in FLOPs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>1</td>
<td>baseline</td>
<td>94.72</td>
<td>77.12</td>
<td>1.0×</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>2</td>
<td>Mean</td>
<td>95.36</td>
<td>78.85</td>
<td>0.5×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Routing</td>
<td>94.81</td>
<td>78.05</td>
<td>1.0×</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Mean</td>
<td>95.65</td>
<td>79.41</td>
<td>0.25×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Routing</td>
<td>94.98</td>
<td>78.42</td>
<td>1.0×</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>2</td>
<td>Mean</td>
<td>94.65</td>
<td>76.40</td>
<td>2.0×</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Routing</td>
<td>94.38</td>
<td>74.89</td>
<td>4.0×</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Mean</td>
<td>94.95</td>
<td>77.21</td>
<td>1.0×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Routing</td>
<td>94.51</td>
<td>75.23</td>
<td>4.0×</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>2</td>
<td>Mean</td>
<td>93.41</td>
<td>71.75</td>
<td>8.0×</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Routing</td>
<td>92.87</td>
<td>69.01</td>
<td>16.0×</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Mean</td>
<td>93.95</td>
<td>73.81</td>
<td>4.0×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Routing</td>
<td>93.14</td>
<td>70.87</td>
<td>16.0×</td>
</tr>
</tbody>
</table>

TABLE 5
Comparisons of the image classification accuracy (%) on the CIFAR-10 and CIFAR-100 with vanilla speed-up solutions for ResNet-18 and ResNet-34. We denote the proposed runtime routing method as “routing”.

<table>
<thead>
<tr>
<th>Network</th>
<th>Speed-up (in FLOPs)</th>
<th>Method</th>
<th># Branch</th>
<th>CIFAR-10 accuracy (%)</th>
<th>CIFAR-100 accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>1×</td>
<td>baseline</td>
<td>1</td>
<td>94.72</td>
<td>77.12</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>vanilla</td>
<td>4×</td>
<td>routing</td>
<td>2</td>
<td>94.38</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>routing</td>
<td>4×</td>
<td>routing</td>
<td>4</td>
<td>94.51</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>vanilla</td>
<td>16×</td>
<td>routing</td>
<td>2</td>
<td>92.87</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>routing</td>
<td>16×</td>
<td>routing</td>
<td>4</td>
<td>93.14</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>1×</td>
<td>baseline</td>
<td>1</td>
<td>95.42</td>
<td>78.01</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>vanilla</td>
<td>4×</td>
<td>routing</td>
<td>2</td>
<td>94.49</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>routing</td>
<td>4×</td>
<td>routing</td>
<td>4</td>
<td>94.75</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>vanilla</td>
<td>16×</td>
<td>routing</td>
<td>2</td>
<td>92.99</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>routing</td>
<td>16×</td>
<td>routing</td>
<td>4</td>
<td>93.43</td>
</tr>
</tbody>
</table>

can easily obtain actual speed-up rates that are very close with theoretical speed-up rates with standard hardware environment and prevalent deep learning libraries.

5 Conclusion
In this paper, we have proposed a generic Runtime Network Routing (RNR) framework for deep neural network compression. Unlike existing static neural network acceleration methods, our RNR selects an optimal path inside the network and preserves the full ability of the original large network. To achieve the idea of dynamic routing, we have modeled the network compression problem as a bottom-up, layer-by-layer Markov decision process, and employed reinforcement learning to train the network. The decision determined the estimated reward of each sub-path and conducts routing conditioned on different samples, where a faster path was taken when the image is easier for the task. Since the ability of network can be fully preserved, the balance point is easily adjustable according to the available resources. We have evaluated our method on both the multi-path residual network and the incremental convolutional channel pruning, and shown that RNR consistently outperforms static methods at the same computation complexity.
on both the CIFAR and ImageNet dataset. How to apply our proposed method to other computer vision applications such as object detection and semantic segmentation seems to be an interesting future work as efficient inference model is also desirable.
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