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Appendix A: Modifications on Faster R-CNN

We conduct several ablation experiments to show the ef-
fectiveness of our modifications on original Faster R-CNN
model [10]. Detailed results are presented in Table . These
results demonstrate that our modifications are effective and
our baseline model greatly outperforms original implemen-
tation (5.1 mAP).

Models mAP
Faster R-CNN [10] (conv5 head [4]) 31.2
+ dilated conv (2fc head) 32.5
+ conv-2fc head 33.8
+ ROIAlign 35.0
+ 15 anchors 35.8
+ allow tiny proposals (2 pixels threshold) 36.3

Table 1. Results of ablation experiments on our baseline model,
evaluated on the COCO minival set. We report the results of
COCO-style mAP. All models are trained on trainval35k. All
results are based on ResNet-101 backbone CNN pre-trained on
ImageNet1k dataset and share the same hyper-parameters.

Appendix B: Results on PASCAL VOC

We also evaluate our method on object detection task of
PASCAL VOC dataset [2]. Different from COCO, there are
20 object categories in PASCAL VOC dataset. We report
the standard evaluation metric mAP (mAP@0.5) over all
categories, following [10, 4, 7, 8]. Our baseline model is
implemented following the details for COCO described in
experiment section except ROIAlign and 15 anchors. Our
model is trained on the train and validation subsets of PAS-
CAL VOC 2007 and PASCAL VOC 2012, and is evaluated
on the test subset of PASCAL VOC 2007. Results are pre-
sented in Table . Our baseline model is better than original
model by 3.6 mAP. We can see that our proposed model can
consistently improve baseline model on different datasets.

Models mAP
YOLO [8] 66.4
Fast R-CNN [3] 70.0
Faster R-CNN [10] 73.2
HyperNet [6] 76.3
SSD [7] 76.8
RON [5] 77.6
YOLOv2 [9] 78.6
OHEM+multi-scale+multi-stage [11] 78.9
R-FCN [1] 79.5
R-FCN+multi-scale [1] 80.5
Faster R-CNN (ResNet-101 [4]) 76.4
Faster R-CNN (our baseline) 80.01
Faster R-CNN (globally optimized) 81.28

Table 2. Results of object detection, evaluated on the PASCAL
VOC 2007 test set. We report the results of mAP@0.5. Our mod-
els are trained on train and validation subsets of PASCAL VOC
2007 and PASCAL VOC 2012. Our results are based on ResNet-
101 backbone CNN pre-trained on ImageNet1k dataset.

Appendix C: Final Gradient Expression

Using the chain rule, we have:

∇LI(θ, b) =
∑
x

∂LI(θ, b)

∂x

∂x

∂θ
, (1)

where ∂LI(θ,b)
∂x can be computed according to equation 14

as:
∂LI(θ, b)

∂x
≈ (c(r(b)− r′) + γ)(pb − 1). (2)

Appendix D: Visual Results

More examples of our proposed model are presented in
Figure 1.
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Figure 1. Baseline model (top, left) vs. globally optimized object detector (bottom, right, Faster R-CNN model). We only keep the boxes
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